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KI-Governance im Hochschulwesen –  
Erkenntnisse aus der Implementierung kommunikativer KI 
und KI-basierter formativer Rückmeldeverfahren 
 

Abstract 

Die Implementierung von Künstlicher Intelligenz (KI) im Sinne von KI-basierten Werkzeugen 
in Hochschulen ist eine Aufgabe von Vielen und eine von vielen Aufgaben. Über die Per-
spektive einer KI-Governance adressiert der Beitrag, wie und in unter welchen Bedingun-
gen KI ihren Weg in Hochschulen finden kann. Ausgehend von den Governance-Fragen wer-
den zentrale „Lessons Learned“ im Rahmen des durch das BMFTR-geförderte Projekt 
„IMPACT“ zur Implementierung von KI in eine Hochschul-Governance vorgestellt und ein-
geordnet. 
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1 Implementierung von KI in Hochschulen als Teil von Innovationsprozessen 

Die Einführung von KI-basierten Systemen in Organisationen folgt ähnlich wie frühere tech-
nologische Umbrüche einem stufenweisen Lern- und Anpassungsprozess. Aufbauend auf 
dem klassischen Phasenmodell von Nolan (Nolan 1979, 1993) lassen sich vier zentrale Pha-
sen unterscheiden, die sich auch an Hochschulen wiederfinden: 

1. Initialisierung: In der Anfangsphase experimentieren Einzelne oder kleine Teams 
mit KI-basierten Systemen. Diese Pioniere („Innovators“) erkunden Anwendungsfel-
der und stoßen neue Arbeitsweisen an. Die übrige Organisation zeigt sich oft skep-
tisch oder abwartend. Die Technik ist noch nicht in die formalen Abläufe eingebet-
tet. 

2. Diffusion und Ansteckung: Begeisterung für KI-basierte Anwendungen greift auf 
weitere Gruppen über. Erste Erfolgserlebnisse motivieren sogenannte „Early Adop-
ters“, sich ebenfalls mit KI-basierten Systemen zu beschäftigen. In dieser Phase 
wachsen sowohl die Zahl der Anwendungsfälle als auch die Investitionen. Typisch 
ist eine steile Zunahme der Aktivitäten, die aber noch dezentral und unkoordiniert 
ablaufen (Rogers 2003) 

3. Steuerung und Koordination: Mit zunehmender Bedeutung der KI-basierten Sys-
teme wird das Management (die Hochschulleitung) aktiv. Es entstehen zentrale 
Vorgaben, Strukturen für Projektmanagement, finanzielle Kontrolle und Gover-
nance-Mechanismen (z.B. ethische Richtlinien oder Hochschul-KI-Policies) (Män-
tymäki et al. 2022). Die Technik rückt ins Zentrum der strategischen Hochschulpla-
nung. Ziel ist die gezielte Steuerung von Einsatzzweck, Ressourceneinsatz und Qua-
lifizierungsmaßnahmen. 

4. Integration und kulturelle Einbettung: KI-basierte Systeme können ein selbstver-
ständlicher Teil der Arbeitsorganisation, des Lehrens und Lernens und von For-
schung und Transfer werden. Sie fließt in Prozesse, Routinen und die „Organisati-
ons-DNA“ ein. KI-basierte Systeme werden zu einer ‚cultural and social technology‘ 
(Farrow 2023): Sie prägt die Wahrnehmung, Kommunikation, Entscheidungsfindung 
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und Zusammenarbeit im Unternehmen. Etablierte Normen, Werte und Arbeitswei-
sen verändern sich grundlegend (Hepp 2020; Schein und Schein 2017). 

Dieser Prozess wird meist von Unsicherheiten, Konflikten und der Entstehung von Parallel-
strukturen oder inoffiziellen Praktiken begleitet („Schatten-KI“, siehe hierzu Chin et al. 
2025; Silic und Back 2014). Erst wenn KI-basierte Systeme nicht mehr als Fremdkörper, 
sondern als gestaltender Bestandteil der Organisationskultur verstanden würde, wäre sie 
voll integriert. Aktuelle Forschung zeigt, dass KI-basierte Systeme diesen kulturellen Wan-
del beschleunigt und gleichzeitig intensive Reflexion, Verantwortungsbewusstsein sowie 
Anpassungsbereitschaft auf allen Ebenen fordert (Raisch und Krakowski 2021).  

Davon ausgehend setzen wir mit diesem Beitrag in der Phase der Steuerung und Koordina-
tion an: Dabei involvieren die Steuerung und das Management von Institutionen wie Hoch-
schulen zunehmend mehr Akteur:innen. Der Staat ist nicht mehr alleinige „Ordnungs-
macht“, sondern steht „gesellschaftlichen und marktförmiger Konkurrenz“ (Kussau und 
Brüsemeister 2007, S. 15) gegenüber. Hierfür hat sich der Begriff der Governance etab-
liert, der Formen der gesellschaftlichen Koordination und Steuerung, insbesondere im Kon-
text funktional differenzierter Gesellschaften, beschreibt und eine Antwort auf Steue-
rungsschwächen des Staates darstellen soll (Lange und Schimank 2004). Governance zielt 
auf eine Enthierarchisierung der Koordinationsformen (Brüsemeister 2012, S. 28) sowie 
dem Herstellen „gute[r] Rahmenbedingungen“ (Jungbauer-Gans et al. 2023, S. 42) für For-
schung und Lehre ab, indem individuelle Governance-Modi etabliert werden. Lange und 
Schimank unterscheiden hierbei mit den Modi Hierarchie, Markt und Netzwerk drei grund-
legende Steuerungsmechanismen, die allerdings selten isoliert, sondern oft in hybriden 
Kombinationen auftreten (Lange und Schimank 2004).  

Zur Erfassung dieser netzwerkartigen, sich aufspannenden Strukturen hat sich mit Educati-
onal Governance ein analytisches Modell herausgebildet, mit dessen Hilfe „spezifische Re-
gulierungs- und Steuerungsverhältnisse“ (Maag Merki und Altrichter 2015, S. 399) im Hoch-
schulsystem in den Blick genommen werden können. Im Fokus stehen die Interdependen-
zen zwischen an Bildungsprozessen beteiligten Akteur:innen, welche in Abhängigkeit zur 
spezifischen Struktur stehen und damit gleichzeitig variieren können (ebd. 404). Ein weite-
rer Zugang zu Governance kommt aus der Politikwissenschaft (Benz 2004) und verweist auf 
das Zusammenspiel verschiedener Steuerungsmodi wie Hierarchie, Wettbewerb und Ver-
handlung, die nebeneinander existieren und sich gegenseitig beeinflussen. Schimank 
(2005) betont, dass die Hochschulsteuerung zunehmend komplexer wird und traditionelle 
hierarchische Steuerung durch Netzwerk- und Marktmechanismen ergänzt wird. Insbeson-
dere hebt er hervor, dass diese Multi-Level-Governance zu teils widersprüchlichen Anfor-
derungen und einem Wandel der Hochschulorganisation führt (auch Langer und Brüsemeis-
ter 2019). Durch die besonderen Herausforderungen durch technologische Innovationen 
wie KI-basierten Werkzeugen für Lehre, Verwaltung und Forschungen, legen wir ein Augen-
merk auf die Konzepte der IT-Governance (wie bspw. im ISO-Standard 385001 festgelegt) 
und deren Erweiterung auf KI-Governance. Im Zentrum der nachfolgenden Betrachtung 
steht somit aus einer Governance-Perspektive heraus die Frage danach, wie Regelungen 
und Strukturen zur Implementierung von KI-basierten Systemen entstehen und umgesetzt 
werden. Hierfür werden zunächst Governance-Strukturen mit Fokus auf IT innerhalb von 
Hochschulen betrachtet, um von dort aus den Implementierung von KI in bestehende 
Governance-Strukturen zu fokussieren. 

 

 
1 Siehe hierzu https://www.iso.org/standard/81684.html, abgerufen am 14.10.2025. 
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2 Governance-Strukturen in Hochschulen 

Mit einer digitalen Transformation sind zahlreiche (neue) Herausforderungen verbunden, 
die Organisationen wie Hochschulen zu einer Transformationsfähigkeit auffordern: Wessel 
et al. beschreiben als Erfordernisse für eine erfolgreiche digitale Transformation eine of-
fene Lernkultur, Experimentierfreude, das Denken in Plattformen sowie eine anpassungs-
fähige bzw. flexible Führung (vgl. Wessel et al. 2021). Eine digitale Transformation ist so-
mit ein Lern- und Veränderungsprozess, der Hochschulen als Ganzes umfasst. Diese können 
mit der Perspektive einer Educational Governance adressiert werden: Unter welchen Be-
dingungen finden transformatorische Prozesse in Hochschulen statt, welche Prozesse und 
Regeln etablieren sich in Hochschulen und wie werden diese gesteuert? Für eine gelin-
gende Transformation braucht es zuvorderst kooperative Verhältnisse zwischen den unter-
schiedlichen Bereichen und Statusgruppen einer Hochschule. 

Zu den Herausforderungen in der Operationalisierung und somit der Umsetzung als For-
schungsansatz zählt die Identifizierung der „„Governance-relevanten“ Akteure“ (Bosche 
und Lehmann 2014, S. 243) sowie der dazugehörigen Handlungen, da beides mitunter un-
sichtbar bleiben kann. Oftmals braucht es zusätzliche Instrumente, um Sichtbarkeit herzu-
stellen (ebd.). Für eine forschungspraktische Umsetzung ist es von primärer Bedeutung, 
Gegenstand und Fragestellung im Detail zu definieren, um daraus ableiten zu können, wel-
ches Governance-Regime – verstanden als das institutionalisierte Zusammenspiel von ver-
schiedenen Mechanismen, die von Akteur:innen, Regelungen und Strukturen geprägt wer-
den (Oberschelp 2023, S. 16) – in welchem Kontext wirkt. Zur Erfassung einer Governance 
braucht es eine explorative Forschungshaltung, um Strukturen beschreiben zu können (Bo-
sche und Lehmann 2014, S. 244). Erst dann lässt sich erklären, wie „gute“ Governance 
aussieht oder aussehen kann und beschreiben, wie Akteure miteinander zusammenwirken 
(sollten). Das bedeutet zugleich, dass sich ein solches Regime je nach Hochschule unter-
schiedlich und individuell ausgestaltet, indem die Mechanismen an jedem Ort unterschied-
lich in Bezug zueinanderstehen.  

Ein Governance-Regime lässt sich somit als ein Zusammenspiel aus menschlichen und 
nicht-menschlichen Bausteinen beschreiben (Williamson 2016, S. 138). Die nicht-menschli-
chen Elemente setzen auf technischer Ebene bei digitalen Medien an (Filgueiras 2024, S. 
351), entfalten sich in einer „Kultur der Digitalität“ (Stalder 2016) und spiegeln sich ge-
genwärtig in KI-Modellen wider. Mit der Etablierung von KI-basierten Systemen verschiebt 
sich die Akteurskonstellation hin zu einer hybriden. Gleichzeitig werden Innovationszyklen 
immer kürzer, sodass Analysen kürzere Halbwertszeiten haben und „gute“ Governance ei-
ner Flexibilität unterworfen werden muss. Somit rücken neue Akteursgruppen in den Fo-
kus, die als die „neuen Manager der virtuellen Welt“ (Williamson 2016, S. 138) bezeichnet 
werden. Hierbei kommen Verordnungen, Regelwerke, Leitlinien oder ähnliches zum Tra-
gen, die die Implementierung und Steuerung von technischen Systemen steuern. Innerhalb 
von Hochschulen entstehen z.B. erste Regelwerke und Verordnungen, die wiederum mit 
Hochschulgesetzen auf Landesebene verbunden sind2 und sich unter anderem in Studien-
ordnungen operationalisieren. Diese werden von unterschiedlichen Statusgruppen er- und 
ausgearbeitet, die wiederum den menschlichen Anteil eines Governance-Regimes darstel-
len. 

Als ein exemplarisches Resultat des Zusammenwirkens innerhalb eines solchen Regimes 
lässt sich eine IT-Governance heranziehen, welche sich in Hochschulen zumindest schritt-
weise ausdifferenziert und ihre Implementierung durch die Deutsche 

 
2 Kultusministerkonferenz 2025: Grundlegende rechtliche Regelungen zu Hochschulen und anderen 
Einrichtungen des Tertiären Bereichs in der Bundesrepublik Deutschland. https://www.kmk.org/do-
kumentation-statistik/rechtsvorschriften-lehrplaene/uebersicht-hochschulgesetze.html, abgerufen 
am 14.10.2025. 
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Forschungsgemeinschaft längst empfohlen worden ist (Deutsche Forschungsgemeinschaft 
2016; German Science And Humanities Council 2023; Heyde und Breiter 2018). Wilmore 
(2014) definiert IT-Governance an Hochschulen als ein steuerndes und überwachendes 
Rahmenwerk für den Einsatz von IT in Organisationen. Hierzu gehört unter anderem die 
Ausrichtung der IT auf die Gesamtstrategie der Organisation und Realisierung zugesagter 
Vorteile (ebd. 281). Zu den Bausteinen einer IT-Governance gehören gleichermaßen die 
technischen Komponenten, die standardisierten Prozesse und die Akteur:innen in den 
Hochschulen, die entweder für den Einsatz von IT verantwortlich sind oder selbst IT im 
Hochschulalltag nutzen (Bianchi und Sousa 2016, S. 942). In den frühen Phasen der Ausei-
nandersetzung mit IT-Governance haben sich mit einer zentralisierten, einer dezentrali-
sierten sowie einer föderalen Organisationsstruktur drei Grundformen herauskristallisiert 
(Ko und Fink 2010, S. 664). Bianchi und Sousa (2016) heben hervor, dass eine unzu-
reichende Auseinandersetzung mit Fragen der IT-Governance negative Auswirkungen auf 
die Qualität von Lehre, Forschung und Management interner Prozesse von Hochschule ha-
ben können (Bianchi und Sousa 2016, S. 942). Allerdings sind Aspekte einer IT-Governance 
längst nicht allerorts etabliert (Heyde und Breiter 2018), sodass sich die Startvorausset-
zungen bei der Implementierung von z.B. KI-Technologien stark voneinander unterschei-
den können. 

 

3 Implementierung von KI in Hochschul-Governance 

Zur Beschreibung dessen, was unter Künstlicher Intelligenz zu verstehen ist, existieren 
zahlreiche Ansätze. Für diesen Beitrag legen wir die Definition des „AI ACT“ zugrunde, 
nach welchem ein „KI-System“ definiert ist als ein  

„[…] machine-based system that is designed to operate with varying levels of autonomy 
and that may exhibit adaptiveness after deployment, and that, for explicit or implicit ob-
jectives, infers, from the input it receives, how to generate outputs such as predictions, 
content, recommendations, or decisions that can influence physical or virtual environ-
ments.” (European Parliament and the Council of the European Union 2024, Chapter I, Ar-
ticle 3, 1) 

Ein wesentliches Merkmal von KI-basierten Systemen ist demnach die Fähigkeit zur 
Schlussfolgerung mit Hilfe von Datensätzen, die in Vorhersagen oder Empfehlungen resul-
tieren, die die physische und virtuelle Umgebung beeinflussen können (European Parlia-
ment and the Council of the European Union 2024, Recital 12). Wie sich das in der Praxis 
der Hochschulen in den unterschiedlichen Leistungsbereichen niederschlägt, ist Gegen-
stand zahlreicher Diskurse. Die Herausforderung einer Implementierung von KI-basierten 
Systemen in eine bestehende Governance in Hochschulen liegt zunächst in der Technologie 
selbst. Dabei macht es oftmals die fehlende Transparenz von KI-basierten Systemen für 
Entscheider:innen zu einer komplexen Aufgabe, diese angemessen in Institutionen einzu-
betten (Taeihagh 2021, S. 143). Zentrale Fragen stellen sich hier unter anderem nach den 
menschlichen Einflussmöglichkeiten sowie dem Umgang mit Haftungsfragen bei KI-
basierten Entscheidungen (ebd. 144). KI-Governance wird insgesamt als „ein System von 
Regeln, Praktiken, Prozessen und technologischen Werkzeugen [beschrieben], mit denen 
sichergestellt wird, dass die Nutzung von KI-Technologien durch eine Organisation mit den 
Strategien, Zielen und Werten der Organisation übereinstimmt, die rechtlichen Anforde-
rungen erfüllt und die ethischen KI-Grundsätze der Organisation befolgt werden“ (Män-
tymäki et al. 2022). Das Herstellen einer Kohärenz mit den Werten und Grundsätzen von 
Institutionen ist ein zentraler Baustein bei der Implementierung von KI in eine Hochschul-
Governance. Damit werden sowohl Fragen der Sicherheit (Aliman und Kester 2019) sowie 
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der Nachvollziehbarkeit des Einsatzes und der Wirkung (Butcher und Beridze 2019) adres-
siert. 

Die Auseinandersetzungen finden in Hochschulen unter anderem über die Erarbeitung und 
Veröffentlichung von Richtlinien, Strategie-Papieren und weiteren Dokumenten statt, um 
den Einsatz von KI in geordnete Bahnen zu lenken. Ein Fixpunkt hierfür sind Gesetze und 
ihre Umsetzungen, wie z.B. der im Jahr 2024 in Kraft getretene „AI ACT“ (European Par-
liament and the Council of the European Union 2024) oder die Datenschutzgrundverord-
nung (DSGVO) aus dem Jahr 2018 (European Parliament and the Council of the European 
Union 2018). Potenziale und Zukunftsvisionen dieser Implementierung lassen sich derzeit 
in drei Bereichen zusammenfassen: Die Integration von KI-Technologien könne demnach 
unter anderem dazu beitragen, „(1) das Bildungsmanagement zu verbessern, (2) Lernpro-
zesse zu personalisieren und (3) Lehrende zu unterstützen“ (Schleiss et al. 2023). Voraus-
setzung in den Institutionen sind eine solide IT-Infrastruktur, Strategien für den Umgang 
mit Daten und KI sowie die Schulung und kontinuierliche Weiterbildung von Lehrenden und 
Mitarbeitenden in der Verwaltung (Wagner et al. 2024, 67f.). Dem gegenüber stehen aller-
dings auch Vorbehalte, unter anderem mit Blick auf ethische Herausforderungen bei der 
Implementierung von KI in Hochschulen (Marín et al. 2025). 

Für die Frage der organisatorischen Einbettung von KI haben Herrmann & Pfeiffer (2023) 
den sozio-technischen Ansatz genutzt, um organisatorische Praktiken zu identifizieren, die 
KI-basierte sozio-technische Systeme zuverlässig – nicht nur während der Implementie-
rung, sondern auch unter Berücksichtigung einer ständigen Anpassung und Reflexion – 
funktionieren lassen. Auch wenn ihre Fallstudie im Feld der „Predictive Maintenance“ 
liegt, lassen sich vergleichbare Elemente ihrer vier „Loops“ auch in den Hochschulen fin-
den: Loop 1: Verwendung und Bewertung von KI-Ergebnissen; Loop 2: Anpassen des KI-
Systems; Loop 3: Bisherige Aufgaben, die mit KI unterstützt werden; Loop 4: Kontextuelle 
Veränderungen und Faktoren in Bezug auf AI. Dabei spielen kontextuelle Faktoren eine 
zentrale Rolle wie Zugangsregeln, urheberrechtliche Fragen, Datenschutzkonformität und 
Sicherheitsthemen. 

 

4 Projekt IMPACT: Individuelle Herausforderungen der KI-Implementierung 

Der Prozess der Implementierung von KI lässt sich exemplarisch an dem BMFTR-
geförderten Verbundprojekt IMPACT3 (Implementierung von KI-basiertem Feedback und As-
sessment mit Trusted Learning Analytics in Hochschulen; Laufzeit: 2021-2025) darstellen. 
Ziel fünf deutscher Universitäten war es, KI-basierte, hochinformative und personalisierte 
Rückmeldesysteme für Lernende nachhaltig entlang des Student Life Cycles zu implemen-
tieren. Dabei unterschied sich der angewandte Implementationsbegriff von Herrmann & 
Pfeiffer, insofern, dass sich in IMPACT gezielter auf einer technischen Ebene bewegt 
wurde. An der Universität Bremen wurde eine Anwendung zur KI-gestützten Analyse von 
Freitextantworten und Generierung von hochinformativem Feedback entwickelt und er-
probt. Zusätzlich wurde eine von einer Partnerhochschule4 entwickelte KI-Anwendung für 
summatives Assessment erprobt. Für den Einsatz im Kontext von Studierendenberatungen 
wurde ein von einem Dienstleistungsanbieter entwickelter Chatbot in mehreren Szenarien, 
u.a. zu Beratungen zu Kursauswahlen, Praktika oder Auslandssemestern erprobt und in ite-
rativen Zyklen überarbeitet. 

Einen wertegeleiteten Handlungsrahmen für die Entwicklung und Implementierung der KI-
Anwendungen im IMPACT Projekt liefert der Verhaltenskodex für Trusted Learning 

 
3 Förderkennzeichen: 16DHBKI046. 
4 Freie Universität Berlin. 
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Analytics (TLA) an Hochschulen (Hansen et al. 2020). In sieben Prinzipien werden im Ver-
haltenskodex Kernaspekte für einen vertrauenswürdigen und nachhaltigen Einsatz von KI 
an Hochschulen zusammengefasst. Durch die Beachtung des Verhaltenskodex soll sicherge-
stellt werden, dass Anwendungen, welche auf künstlicher Intelligenz basieren, ausschließ-
lich für die Verbesserung von Studium und Lehre entwickelt und für alle Studierende zu-
gänglich gemacht werden (Prinzip 1 und 2). Zudem soll der transparente und kritische Um-
gang mit verarbeiteten Daten sichergestellt werden (Prinzip 3 und 4; ebd.: 13). Dies 
schließt eine Informationspflicht über den Umfang und die Art der Datenverarbeitungen 
sowie einen kritisch reflektierenden Umgang mit KI-gestützten (Auswertungs-)Ergebnissen 
mit ein, um mögliche schädliche Auswirkungen durch den Einsatz der KI-Anwendungen zu 
identifizieren und zu vermeiden. Entscheidungen oder Bewertung sollen nicht rein auto-
matisiert, sondern immer im Rahmen der finalen Kontrolle von Lehrpersonen getroffen 
werden (Prinzip 5). Weiter verpflichtet sich die Hochschule zu überprüfen, dass die ge-
nannten Maßnahmen umgesetzt werden, und stellt den beteiligten Personen (z.B. Leh-
rende und Studierende) Weiterbildungsmöglichkeiten zum Umgang mit den KI-
Anwendungen zur Verfügung (Prinzip 6 und 7; ebd.: 14).  

Ergänzt wird der Verhaltenskodex im IMPACT-Projekt durch das Sheila-Prozessmodell (Tsai 
et al. 2018). Anhand von sechs Dimensionen, in welchem jeweils Herausforderungen, Maß-
nahmen und Strategien erfasst und beschrieben werden, soll der Change-Management-Pro-
zess hin zu einer nachhaltigen, vertrauenswürdigen und datenethischen Implementation 
von KI an Hochschulen durch das Prozessmodell begleitet und gesteuert werden. Kernan-
satz des Modells ist es, den Prozess partizipativ mit den beteiligten Stakeholdern gemein-
sam zu gestalten. Ziel ist es zunächst alle gesamtinstitutionellen Einflussfaktoren zu erfas-
sen sowie alle Key Stakeholder zu identifizieren (Dimension 1 und 2). Im Rahmen einer En-
gagement-Strategie sollen gewünschte Verhaltensänderungen aller Beteiligten adressiert 
werden (Dimension 3 und 4). Ergänzt wird das Vorgehen durch das Analysieren der vorhan-
denen sowie benötigten Ressourcen (Dimension 5). Die durchgeführten Maßnahmen sollen 
anhand von Erfolgsindikatoren qualitativ und quantitativ evaluiert werden. Zudem sieht 
das SHEILA-Prozessmodell, ähnlich zum TLA-Verhaltenskodex, die Entwicklung von Weiter-
bildungsmaßnahmen vor (Dimension 6).  

Die Beachtung und Umsetzung der verschiedenen Aspekte des TLA-Verhaltenskodex sowie 
des SHEILA-Prozessmodells sind integral in den einzelnen Arbeitspaketen des Projektes 
umgesetzt worden und bilden die Grundlage für die iterativen Arbeitsprozesse des Projek-
tes. Dies bedeutet, dass die KI-Anwendungen in mehreren Zyklen entwickelt, frühzeitig 
mit der Zielgruppe getestet und mehrfach überarbeitet wurden. Bereits im ersten Projekt-
jahr wurde der TLA-Verhaltenskodex umgesetzt und somit in allen folgenden Arbeitsschrit-
ten berücksichtigt. Entsprechend des SHEILA-Prozessmodells wurde frühzeitig im Projekt-
verlauf in wiederkehrenden Iterationsschritten eine Implementationsstruktur geschaffen 
und so der Change-Management-Prozess hin zu einem nachhaltigen KI-Einsatz initiiert. 

Insgesamt lassen sich die verschiedenen Projektergebnisse und ergriffenen Maßnahmen in 
drei Bereich gliedern:  

I. Pädagogische Entwicklungen  

II. Datenschutz und ethischer Umgang mit Daten  

III. Change-Management und Verstetigung 

Dabei umfassen pädagogische Entwicklungen alle Aspekte, die sich auf didaktische Heran-
gehensweisen und Fragestellungen sowie die Entwicklung und Anpassung der KI-Modelle 
beziehen. Der Bereich Datenschutz und ethischer Umgang mit Daten beinhaltet die Erörte-
rung rechtlicher Fragen in Bezug auf den Einsatz von KI in der Hochschullehre und eine 
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kritisch reflektierende Auseinandersetzung mit ethischen Themen, insbesondere dem Um-
gang mit Bias. Tätigkeiten zur nachhaltigen Implementation von KI-Anwendungen, wie im 
ersten Schritt das Erfassen möglicher Hürden, das Einbeziehen aller Stakeholder und das 
schlussendliche Schaffen von (neuen) technischen, organisationalen sowie didaktischen 
Strukturen werden unter Change-Management und Verstetigung zusammengefasst. 

 

4.1  Pädagogische Entwicklungen 

Der Hochschulalltag ist häufig durch große Studierendengruppen sowie begrenzte perso-
nelle und zeitliche Ressourcen seitens der Lehrenden geprägt. Unter diesen Bedingungen 
können individuelle Rückmeldungen, die über kurze Textantworten oder standardisierte 
Testformate hinausgehen, oft nur eingeschränkt oder gar nicht bereitgestellt werden. 
Gleichzeitig ist aus der Lehr-Lernforschung bekannt, dass qualitativ hochwertiges, hoch-
informatives Feedback einen positiven Einfluss auf den Lernerfolg von Studierenden haben 
kann (Hattie und Timperley 2007; Wisniewski et al. 2019). 

KI-gestützte Systeme bieten die Möglichkeit, Studierendenantworten automatisiert zu ana-
lysieren, individualisiert auszuwerten und zeitnah zurückzumelden (Wolf et al. 2024). Ziel 
ist es Lehrende gezielt zu entlasten und sie in ihrer Arbeit unterstützen. Zugleich eröffnet 
sich das Potenzial, Feedbackprozesse zu skalieren und so auch in Szenarien mit großen Ko-
horten qualitativ hochwertiges Feedback bereitzustellen. 

Im Rahmen des Projekts IMPACT wurden zwei Anwendungsszenarien zur Erstellung von for-
mativem und summativem Feedback entwickelt. Die Implementierung begann mit einer 
gezielten Trainingsphase der Systeme in ausgewählten Lehr-Lernsituationen. Anschließend 
wurden die Anwendungen in Pilotveranstaltungen erprobt, um ihre Praxistauglichkeit zu 
evaluieren. Dabei wurde direktes Feedback von Lehrenden eingeholt sowie mittels Frage-
bögen Rückmeldungen der Studierenden zu den erhaltenen KI-generierten Feedbacks er-
fasst und ausgewertet. Die Ergebnisse dieser Erhebungen sowie Erkenntnisse aus dem Pilo-
tierungsprozess liefern wertvolle Hinweise zur Wirksamkeit, Akzeptanz und möglichen 
Weiterentwicklung der Systeme im Hochschulkontext und können als Lessons Learned zu-
sammengefasst werden:  

• Heterogene Einstellung der Lehrenden: Neben interessierten und aufgeschlosse-
nen Reaktionen von Lehrenden, die dem Einsatz neuer KI-Technologien gegenüber 
positiv eingestellt waren, gab es auch kritische, ablehnende und teils von Vorbehal-
ten oder Ängsten geprägte Rückmeldungen. 

• Geringe Partizipation der Studierenden: Rückmeldungen seitens der Studierenden 
waren quantitativ und qualitativ begrenzt; das generelle Interesse erschien verhal-
ten. 

• Ambivalente Rückmeldungen zum erhaltenen Feedback: Die Studierenden be-
werteten die Qualität und Nützlichkeit des erhaltenen Feedbacks unterschiedlich. 
In der ersten Testphase wurde das Feedback von vielen als zu lang, zu detailliert 
und in der Tonalität zu positiv wahrgenommen. Nach einer Anpassung hin zu kürze-
ren und kritischeren Rückmeldungen wurde es hingegen tendenziell als zu streng 
bewertet. Unabhängig von der jeweiligen Ausgestaltung äußerten Studierende wie-
derholt Zweifel an der inhaltlichen Korrektheit einzelner Feedbackelemente. 

• Aufwand bei der Erstellung qualitativ hochwertigen Feedbacks: Die Generierung 
von aussagekräftigem und didaktisch hochwertigem Feedback ist mit den derzeit 
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eingesetzten DSGVO-konformen Systemen noch vergleichsweise aufwändig, was die 
Praxistauglichkeit einschränken kann. 

Eine Möglichkeit, um Anfragen von Studierenden zu sich wiederholenden Themen gezielt 
und zeitnah zu beantworten, ist der Einsatz regelbasierter und/oder KI-gestützter Chat-
bots. Zusammen mit einem Bremer Unternehmen ist ein solcher Chatbots in vier unter-
schiedlichen Szenarien, u.a. zu Beratungen zu „eGeneral Studies“-Angeboten oder Aus-
landssemestern, eingesetzt und evaluiert worden. Die Chatbots hatten Laufzeiten von ei-
nem halben Jahr bis zu anderthalb Jahren, bevor diese mit Hilfe eines standardisierten U-
ser Experience Questionaire evaluiert worden sind, um unter anderen die Nützlichkeit der 
Antworten der Chatbots sowie die Usability auszuwerten. Zudem wurden Chatprotokolle in 
Bezug auf das Frageverhalten der Studierenden und die korrekte Intent-Erkennung sowie 
Antwortgenerierung der Chatbots analysiert. Die Ergebnisse dieser Studien können gemein-
sam mit Erkenntnissen aus der Reflektion des Umsetzungsprozesses als folgende Lessons 
Learned zusammengefasst werden:   

• Grundsätzliches Interesse: Studierende und Mitarbeitende signalisierten Bedarf 
und Interesse an der Nutzung eines Chatbots.  

• Hohe Zeitaufwand: Bereitstellung und Pflege der Wissensgrundlagen für die Chat-
bots ist zeitintensiv  

• Güte ist ausbaufähig: Die bisher erzielten Ergebnisse zeigen, dass die Bots entwe-
der in Bezug auf die Intent-Erkennung oder aufgrund von fehlenden Informationen 
im Trainingswissen des Bots häufiger nicht nützliche Antworten liefern.  

• Geringe Verbesserung im Laufe der Zeit: Inhaltliche Anpassungen des uniinternen 
Personals führte nur zu einer geringen Steigerung der Antwortgüte. 

• User Experience: Die Arbeit mit dem Chatbot wird als attraktiv, neuartig und effi-
zient bewertet 

Darüber hinaus hat sich gezeigt, dass der Einsatz des gewählten Chatbot-Systems sich 
nicht in jedem Szenario umsetzen lässt, sodass Potenziale für zukünftige Einsatzmöglich-
keiten eruiert werden konnten. Hierzu zählt unter anderem der Einsatz in Organisations-
einheiten der Universität Bremen, deren Themengebiete sich in zahlreiche Unterthemen 
gliedert, sodass ein Einsatz zum gegenwärtigen Zeitpunkt nicht sinnvoll gestaltet werden 
konnte. Die bestehenden Chatbots sind bis zum Projektende hin weiter im Einsatz geblie-
ben. 

 

4.2  Datenschutz und ethischer Umgang mit Daten 

Bestehende gesetzliche Regelungen, wie die Datenschutzgrundverordnung, liefern eine 
umfassende und rechtsverbindliche Grundlage zur Datenverarbeitung. Bereits berücksich-
tigt ist daran in Art. 22 das Recht der Betroffenen „nicht einer ausschließlich auf einer au-
tomatisierten Verarbeitung beruhenden Entscheidung unterworfen zu werden“ (European 
Parliament and the Council of the European Union 2018, S. 46). Dies beinhaltet auch eine 
Notengebung oder die Prüfung der Hochschulzugangsberechtigung. Gleichzeitig stellen 
neuartige Verarbeitungsformen von Daten, wie zum Beispiel durch Large-Language-Mo-
delle oder andere KI-basierte Systeme, weitere Anforderungen an einen verantwortungs-
bewussten und rechtssicheren Umgang mit Daten.  
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Die AI ACT liefert einheitliche Regeln zum Umgang mit KI-Systemen in der EU. In der Ver-
ordnung wird der Bildungsbereich explizit angesprochen, was im Projektkontext besonders 
berücksichtigt wurde. Der KI-Verordnung folgend wurde bei allen eingesetzten KI-
basierten Systemen eine Einstufung in die Risikogruppen vorgenommen. Aufgrund der spe-
zifischen Regelungen für die allgemeine und berufliche Bildung wurden entsprechende 
Vorkehrungen getroffen, um keine Systeme einzusetzen, die bspw. über den Hochschulzu-
gang entscheiden oder das allgemeine Bildungsniveau bestimmen. Der Einsatz für das Pro-
ctoring – also bei sogenannten Fernprüfungen, bei der sichergestellt wird, dass die Person, 
die die Prüfung absolviert, auch die ist, die an dieser teilnehmen soll (Steinbeck et al. 
2021, S. 254) – war ohnehin nicht vorgesehen. Komplexer zeigt sich die Frage nach der Be-
wertung von Lernergebnissen, da automatisierte Rückmeldesysteme explizit für die Steue-
rung des Lernprozesses verwendet werden. Die KI-Verordnung ist das weltweit erste um-
fassende Gesetz zum Umgang mit KI-Systemen, allerdings mangelt es zum Zeitpunkt der 
Veröffentlichung dieses Beitrags noch an richtungsweisenden Gerichtsurteilen und die 
Übertragung in nationale Gesetze (Stand Oktober 2025). 

Im IMPACT-Projekt wurden die Datenschutzbeauftragen der einzelnen Hochschulen im 
Sinne des SHEILA Frameworks von Beginn an systematisch in das Vorhaben integriert. Zu-
dem wurden Austauschformate zwischen den Datenschutzbeauftragten im Verbund initiali-
siert und durchgeführt. Ein Ergebnis war, dass für eine rechtssichere Einschätzung – ergän-
zend zur DSGVO und zum AI ACT – zusätzlich juristische Gutachten, welche individuelle 
Faktoren der Hochschulen und Bundesländer berücksichtigen, erforderlich sind. Beste-
hende Rechtsgutachten, wie das aus Nordrhein-Westfalen (Salden 2023), dienen als erste 
richtungsweisende Ergebnisse, lassen sich aber nicht nur wegen der föderalen Bildungs-
struktur in Deutschland, sondern auch aufgrund vielfältiger teils sehr individueller Einsatz-
szenarien von KI in der Hochschule nicht allgemein übertragen bzw. bedürfen weiterer 
Konkretisierung. Folglich hat auch die Universität Bremen im Rahmen des IMPACT-Projekts 
ein wissenschaftliches Rechtsgutachten in Auftrag gegeben und veröffentlicht (Kirchner-
Freis 2025). Das Gutachten beschreibt in welchem Umfang KI-gestützte Datenverarbeitung 
an der Universität Bremen möglich ist, und welche Regularien wie z.B. Prüfungsordnungen 
durch den Einsatz von KI betroffen sind bzw. angepasst werden müssten. 

In Bezug auf KI-generiertes formatives Feedback für Studierende, stellt das Rechtsgutach-
ten von Kirchner-Freis (2025) heraus, dass dies an der Universität Bremen entweder basie-
rend auf der Einwilligung der Studierenden oder einer Satzungsänderung rechtssicher um-
gesetzt werden kann5. Diese Einwilligung müsse freiwillig erfolgen und jederzeit widerruf-
bar sein. Ohne eine entsprechende Satzungsänderung sei dieses Vorgehen jedoch mit er-
heblichem organisatorischem Aufwand verbunden und daher als unpraktisch einzustufen. 
Es sei zudem zu beachten, dass eine automatisierte Übernahme des von der KI generierten 
Feedbacks durch die Lehrenden nicht zulässig ist. Lehrende müssten weiterhin selbststän-
dig und eigenverantwortlich handeln. Ähnlich zum formativen Feedback wäre ein rechtssi-
cherer Weg auch im Sinne einer informierten freiwilligen Einwilligung der Studierenden 
oder einer Satzungsänderung bzw. Änderung der Prüfungsordnung möglich6. Das KI-
generierte summative Feedback stelle in diesem Kontext eine Form der Vorkorrektur dar. 
Die endgültige Bewertung der Prüfungsleistungen müsse jedoch weiterhin eigenverant-
wortlich durch die Prüfenden erfolgen. Zudem sei die Verankerung in den jeweiligen 

 
5 Rechtliche Grundlage hierfür bildet § 4 Absatz 11a des Bremischen Hochschulgesetzes (BremHG), 
wonach die Hochschulen im Rahmen der Wahrnehmung ihrer Aufgaben die Digitalisierung von 
Lehre, Studium und Weiterbildung vorantreiben sowie digitalisierte Studien-, Lehr- und Prüfungsfor-
mate entwickeln. Gemäß § 11 Absatz 4 Nr. 1 BremHG regeln die Hochschulen das Nähere hierzu 
durch Satzung. 
6 Eine rechtssichere Umsetzung könnte über die „DigiPrüfO UB“ erfolgen, beispielsweise durch An-
passungen in Anlage 2 zu elektronischen Klausuren oder durch die Einführung einer gesonderten An-
lage 5 
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Prüfungsordnungen Voraussetzung für die Nutzung solcher Vorkorrekturen. Die Nutzung 
von Daten zu Trainingszwecken sei nur über den Weg der vollständigen anonymisieren der 
Daten oder die ausdrückliche Einwilligung der Studierenden möglich. Die konkrete Umset-
zung von Satzungsänderungen und Fortsetzung der Prozesse reicht über das Ende der Lauf-
zeit des Projektes hinaus. 

Für die Bewertung weiterer ethischer und sozialer Aspekte wurde eine Prüfmatrix umge-
setzt, welche den Prinzipien des Trusted Learning Analytics-Ansatzes sowie des SHEILA-
Frameworks folgt. Die Frage nach Fairness der KI-Anwendungen wurde im Projekt vertie-
fend behandelt. Faire Algorithmen treffen demnach Entscheidungen ohne Vorurteile oder 
Bevorzugungen aufgrund von angeborenen noch erworbenen Merkmalen gegenüber Einzel-
personen oder Gruppen (Friedman und Nissenbaum 1996; Mehrabi et al. 2019). Bias be-
zeichnet systematische Verzerrungen in KI-Systemen, die aufgrund von potenziell schädli-
chen Eigenschaften der verwendeten Daten zu ungerechtfertigten Leistungsunterschieden 
oder Benachteiligungen bestimmter Gruppen führen können (Suresh und Guttag 2019). 
Hierzu wurden die eigenen KI-Anwendungen in Bezug auf algorithmischen Bias kritisch 
überprüft. Im Projekt wurde ein iteratives Prüfkonzept zum „Check auf Bias“ in den ein-
zelnen Entwicklungsstadien des Machine Learning-Lifecycles konzipiert und im Rahmen von 
hochschulübergreifenden Workshops umgesetzt. Dabei wurden potenzielle Gefahrenquel-
len in den (zu entwickelnden) Anwendungen identifiziert und systematisch analysiert. Zu-
dem wurden Maßnahmen zum Umgang mit den möglichen Verzerrungen entwickelt und kri-
tisch diskutiert. Ein besonderer Schwerpunkt lag auf der Entwicklung und Implementierung 
von Informations- und Schulungskonzepten für Entwickler:innen sowie Lehrende, um die 
Sensibilisierung im Umgang mit Bias zu schärfen. 

Die Lessons Learned aus dem Prozess hin zu einer rechtssicheren und datenethischen Im-
plementation, mit besonderer Betrachtung von Fairness und Bias, können wie folgt zusam-
mengefasst werden: 

• Ethischer Umgang mit Daten: Der datenethische Einsatz von KI ist grundsätzlich 
möglich, erforderte jedoch eine umfassende und aufwendige Prüfung aller rechtli-
chen Aspekte. 

• Weitere Maßnahmen erforderlich: Für die hochschulweite Implementation der KI-
Anwendungen sind Anpassungen von Prüfungs- und Studienordnungen notwendig.  

• Nachhaltigkeit der Maßnahmen: Prüfungsordnungs- und Satzungsänderungen sind 
langwierige Prozesse. Für nachhaltige Änderungen sind mögliche schnelle Innovati-
onen der Technologien zu berücksichtigen.  

• Nachhaltigkeit des Vorgehens: Rechtliche Fragestellungen und datenschutzrechtli-
che Anforderungen sind auf organisatorischer Ebene hochschulweit und in enger 
Abstimmung mit den Datenschutzbeauftragten zu prüfen und zu klären, um eine 
nachhaltige Umsetzung zu gewährleisten. 

• Verstetigung: Der Abschluss des Datenschutzprozesses konnte im Rahmen der Pro-
jektlaufzeit nicht realisiert werden; es ist daher von zentraler Bedeutung, diesen in 
die Verstetigungsaktivitäten zu integrieren. 

• Prüfung auf Bias: Eine konsequente Prüfung auf Bias ist auf technischer Ebene auf-
grund unzureichender Datensätze sowie begrenzter personeller und zeitlicher Res-
sourcen nur eingeschränkt umsetzbar. 
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• Vermeidung von Bias: Zur Sensibilisierung und zum Umgang mit möglichem Bias 
wurden Schulungsmaßnahmen entwickeln, was als sinnvoller Ansatz bewertet wird.  

 

4.3  Change-Management und Verstetigung 

In Form einer Stakeholder-Matrix wurden alle beteiligten Personen, Einrichtungen und 
Gremien im Projekt identifiziert und systematisch erfasst. Zusätzlich wurden ihre Bedeu-
tung und Einfluss auf das Projekt analysiert. Um die Erwartungen, Bedarfe und Ängste der 
Studierenden und Lehrenden zu erfassen, wurde zu Beginn des IMPACT-Projekts eine hoch-
schulweite Befragung durchgeführt und ausgewertet (siehe auch Sheila Framework: Tsai et 
al. 2018). So konnten konkrete Aspekte, wie z.B. Ängste vor Überwachungs-Szenarien oder 
die Sorge vor mangelnden Kompetenzen im Umgang mit den KI-Anwendungen seitens des 
Lehrenden identifiziert und in die weitere Projektarbeit integriert werden. Dies geschah 
unter anderem durch die Entwicklung von Weiterbildungsangeboten für Lehrende. Zudem 
wurden Workshop-Formate mit Lehrenden und Studierenden zum Thema KI-Einsatz in der 
Lehre durchgeführt, um Chancen und Risiken zu diskutieren. Ziel war es, insbesondere 
auch Studierende in den Prozess zu integrieren. 

Weiter wurde ein Vorgehen zur Kommunikation mit den einzelnen Stakeholdern individuell 
konzipiert. Das Kommunikationskonzept umfasst darüber hinaus einen Zeitplan zur regel-
mäßigen Absprache mit allen gelisteten Stakeholdern sowie inhaltliche Spezifikationen zur 
Ansprache mit diesen. So wurde sichergestellt, dass im Projektverlauf alle Stakeholder be-
darfsgerecht und wiederkehrend miteinbezogen wurden. Ein frühzeitiger Austausch mit 
dem Personalrat wurde angestrebt und umgesetzt. Zudem wurde das Thema „KI in der 
Hochschule“ als fester Arbeits- und Diskussionspunkt in den unterschiedlichen Gremien 
verankert und regelmäßig an die Hochschulleitung berichtet. Im letzten Projektjahr sind 
die Prozesse an verschiedene Projekte und Institutionen der Universität Bremen angeglie-
dert worden, um eine Verstetigung initiierter Implementationsprozesse zu gewährleisten 
und gleichzeitig eine Verteilung der Verantwortung auf mehrere Akteur:innen sicherzustel-
len. Zum Projektende wurde unter den beteiligten Projektmitarbeitenden eine Prozessre-
flexion durchgeführt und es konnten folgende Lessons Learned formuliert werden:  

• Zurückhaltende Einschätzungen von Studierenden: Studierende zeigten Sorgen in 
Bezug auf Kompetenzen der Lehrenden, Überwachungsszenarien und möglicher zu-
sätzlicher Belastungen. Das Vorgehen nach dem Trusted Learning Analytics Ansatz 
(Hansen et al. 2020) erwies sich hier als besonders wertvoll, um gezielt auf Sorgen 
und Ängste im Rahmen der Projektarbeit eingehen zu können.  

• Ambivalente Reaktionen von Lehrenden: Im Rahmen von Informations- und Work-
shopveranstaltungen zeigten einige Lehrende Offenheit und großes Interesse am 
Thema KI in der Lehre, während andere verhalten oder gar ablehnend agierten. 
Diskussion zu Chancen und Risiken werden als wichtige Teil des Change-Manage-
ments angesehen.  

• Wenig Rücklauf bei Angeboten für Studierende: Studierende waren insbesondere 
bei Workshop-Angeboten schwierig zu erreichen bzw. zeigten wenig Interesse. Wie 
Studierenden noch besser in solche Prozesse integriert werden können, sollten im 
Rahmen von folgenden Vorhaben genauer betrachtet werden.   

• Offener und konstruktiver Austausch: Die Etablierung eines Kommunikationsvor-
gehens mit allen Stakeholdern, insbesondere dem Personalrat und der Rechtsstelle 
bereits in der frühen Projektphase erwies sich als gewinnbringend.  



—  ZeMKI Working Paper | No. 52 (2025) — 
 

14 of 19 

• KI in der Lehre noch nicht Teil einer einheitlichen Hochschulstrategie: Das 
Thema KI wird derzeit in unterschiedlichen Gremien und Bereichen bearbeitet, 
ohne dass eine übergreifende, koordinierte Strategie etabliert wurde. 

Neben motivationalen und volitionalen Aspekten der beteiligten Studierenden und Mitar-
beitenden steht die Ebene der Verfügbarkeit geeigneter technischer Infrastruktur. Eine 
grundlegende Voraussetzung für Anwendungen und Dienste mit KI-Bezug ist die Nutzung 
einer sogenannten ‚Graphics Processing Unit‘ (GPU) für eine performante Verarbeitung der 
Daten im Training und bei der Inferenz. Mangelnde technische Performance kann dabei die 
fachliche Anforderung einer „zeitnahen Rückmeldung“ für den Einsatz im Lehr-Lern Kon-
text gefährden. 

Um KI-generierte Rückmeldungen an Studierende in hoher Zahl geben zu können, benötigt 
es somit eine umfassende Verfügbarkeit einer Infrastruktur mit GPU-Integration. Aus der 
Perspektive eines Implementierungsprojektes ist deren manuelle Beschaffung kosteninten-
siv und die Bereitstellung (Anbindung an Infrastruktur, Hosting, Maintenance, Support) im 
Projektplan durch entsprechendes Personal selten vollständig abgedeckt und zeitlich limi-
tiert – und somit kaum nachhaltig gestaltbar. Aus diesen Umständen lassen sich für Lö-
sungsansätze drei wesentliche Anforderungen ableiten:  

1. Es benötigt eine zeitnahe Beschaffung von einer Infrastruktur mit GPU-Integration. 

2. Es benötigt einen vom Projektpersonal entkoppelten Betrieb durch verfügbares Fach-
personal mit entsprechenden Fähigkeiten und der Befähigung diesen Betrieb in Form 
einer verbindlichen Dienstleistung über die Projektlaufzeit hinaus anzubieten.  

3. Es benötigt über die Projektmittel hinaus einen Finanzierungsplan für die Bereitstel-
lung und den Betrieb kostenintensiver High-Performance-Infrastruktur.  

Institutionen stehen daher vor grundlegenden strategischen Entscheidungen: Soll diese Inf-
rastruktur innerhalb der Institution auf- und ausgebaut werden oder wird eine langfristige 
Kooperation mit externen Dienstleistern angestrebt. Beeinflusst wird die Entscheidung da-
bei zusätzlich durch die institutionseigene Struktur in Form von Zentralität und Dezentrali-
tät. Die Kombinationen beider Dimensionen sind dabei geprägt von individuellen Charakte-
ristiken an Vorteilen, Nachteilen, Chancen und Gefahren. Deren Kombinationen wurden im 
Projektverlauf analysiert und im Kontext der Universität Bremen als Wissenschaftsinstitu-
tion ausgewertet. Zudem wurde der Umgang mit den infrastrukturellen Gegebenheiten re-
flektiert. Zusammenfassend lassen sich folgende Lessons Learned ableiten: 

• Fehlende Infrastruktur als Entwicklungshemmnis: Nicht vorhandene technische 
sowie personelle Infrastruktur sind eine große ‚Bremse‘ für die Entwicklung und Er-
probung von rechenintensiver KI-Technologie in Lehre und Verwaltung  

• Notwendigkeit von Investitionen in technische Infrastruktur: Für die langfristige 
Implementation der erprobten Anwendungen müssen technische und personelle Vo-
raussetzungen gezielt geschaffen werden. 

• Mangelnde finanzielle Ressourcen beeinflussen den Entscheidungsprozess. 

Infrastrukturstrategie ist noch offen: Der Abwägungsprozess zwischen dem Aufbau einer 
zentralen Inhouse-Infrastruktur oder der Nutzung von externen Services konnte im Rahmen 
der Projektarbeit intensiv und gemeinsam mit den IT-Dienstleistern der Universität erar-
beitet und diskutiert, jedoch nicht final abgeschlossen werden und muss als ein Teil der 
Verstetigungsmaßnahmen umgesetzt werden. 
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5 Wege zur Integration von KI in die Governance in Hochschulen 

Mit der historischen Perspektive von Nolan, der sich 14 Jahre nach der ersten Veröffentli-
chung 1993 erneut mit den Phasen beschäftigte, zeigte sich folgendes Phänomen: Für jede 
technologische Basisinnovation stellt sich die Frage nach der Anpassung der Organisations-
struktur, der Abstimmungs- und Koordinationsverfahren und der Managementkonzepte neu 
und es kann sich nur bedingt auf die Erfahrungen der vorangegangenen Organisationsfor-
men bezogen werden. Die flächendeckende Einführung von technischen Systemen stellt 
die bestehende Struktur und die Prozessorganisation in Frage. Analysiert man die umfang-
reichen Studien zu den Einführungsprozessen in Unternehmen und in öffentlichen Verwal-
tungen, so wird klar, dass etablierte Planungs-, Legitimations-, Entscheidungs- und Imple-
mentierungsverfahren, Arbeitsverfahren und Zuständigkeitsverteilung, der Austausch zwi-
schen Abteilungen und zwischen Unternehmen und Umwelt, Macht- und Handlungskonstel-
lationen oder Qualifizierungsfragen grundlegenden Veränderungen unterworfen sind. Dies 
stellt die grundlegende Organisationskultur in Frage. Die herkömmlichen Interpreta-
tions- und Handlungsmuster reichen nicht mehr aus, es tritt Verunsicherung ein und 
‚Schattenkulturen‘ entwickeln sich. Die Konflikte zwischen der bestehenden und der 
neuen Kultur werden offen ausgetragen und führen zur Entscheidung für die eine und ge-
gen die andere – dann beginnt der Wettbewerb von neuem. 

Wenn KI-basierte Systeme zudem als eigenständiger Handlungsträger neben menschlichen 
Handlungsträgern verstanden werden (Rauer 2024), reiht sich KI bzw. vor allem kommuni-
kative KI (Hepp et al. 2022, S. 456) in eine hybride Figuration ein. Diese besteht aus kom-
munikativen Praktiken, Akteurskonstellationen, Medienensembles und einem Handlungs-
rahmen. Die Frage nach der potenziellen Handlungsmacht bzw. -fähigkeit (Agency) auto-
matisierter Systeme ist offen und wird sehr unterschiedlich diskutiert. Schatzki (2025) 
skizziert sie anhand dreier Gleichungen: Sie ist Handeln, sie ist Tun und sie ist Kausalität. 
Für Schatzki kann Agency durch „Nexuses“ ausgeübt werden, bei denen es sich um Koope-
rationen handelt, bei denen die Beteiligung mindestens eines Menschen unverzichtbar er-
scheint. Solche Verbindungen werden in der Literatur unterschiedlich definiert. In anderen 
Kontexten werden sie auch als gemeinsame Handlungsfähigkeit, verteilte Handlungsfähig-
keit, supraindividuelle Handlungsfähigkeit (Hepp 2022), erweiterte Handlungsfähigkeit 
(Hanson 2009), triadische Handlungsfähigkeit (Johnson und Verdicchio 2019) oder hybride 
Handlungsfähigkeit (Latour 2005) bezeichnet. Die Ansicht, dass nicht nur Menschen, son-
dern auch Objekte und Menschen und Objekte gemeinsam (hybrid) Handlungsfähigkeit aus-
üben können, stammt aus der Akteur-Netzwerk-Theorie. Hier können sowohl Menschen 
(Akteure) als auch Nicht-Menschen (Aktanten) Handlungsfähigkeit als effizientes Handeln 
ausüben, basierend auf einem schwachen Handlungsbegriff (Latour 2005; Rammert und 
Schulz-Schaeffer 2002).  

Somit zeigt sich, dass die Rolle und Funktion von KI jeweils im Detail geklärt werden müs-
sen, bevor sie in eine Hochschul-Governance integriert werden kann. Die Erkenntnisse aus 
dem IMPACT-Projekt zeigen auf, wie komplex der Prozess der Implementierung von KI-
basierten Systemen in die unterschiedlichen Ebenen von Hochschule ist und auf welchen 
Ebenen angesetzt werden kann. Die Identifizierung der Governance-relevanten Akteure 
und die fortlaufende Auseinandersetzung mit diesen war und ist zentral für das Gelingen 
und die Verstetigung. An der Universität Bremen nahm das Thema KI insbesondere mit der 
öffentlich zugänglichen Verfügbarkeit von „ChatGPT“ an Fahrt auf und mündete unter an-
derem in der Entwicklung und Veröffentlichung von „Empfehlungen zur Nutzung [KI-
basierter Systeme] für Lehre und Studium an der Universität Bremen“7. Dabei ist 

 
7 Siehe hierzu: https://www.uni-bremen.de/studium/lehre-studium/lehrprofil-entwickeln/ki-ba-
sierte-systeme-fuer-lehre-und-studium, abgerufen am 14.10.2025. 
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kontinuierlich der Versuch unternommen worden, die Regulierungs- und Steuerungsver-
hältnisse im Sinne der hier diskutierten Governance-Fragen zu adressieren. 

Aus einer organisationalen Perspektive kann der Umstand einer starken Fachbereichsauto-
nomie als Chance für die Implementierung eines Community-Modells als Alternative zu 
zentralen Lösungen angesehen werden. Dabei werden Dienste dezentral und durch Mitglie-
der der Uni (Individuen, AGs, Institute oder FBs) angeboten und selbst verwaltet. Voraus-
setzung hierbei ist ein Mindestmaß an verbindlichen Standards und Regelungen, sowie Pro-
zesse, um diese im Zweifelsfall durch eine zentrale Instanz gegenüber den Fachbereichen 
durchzusetzen. Auf einer Makroebene ist eine gute Governance ein zentraler Hebel, um 
die Wettbewerbsfähigkeit von Hochschulen im internationalen Vergleich zu stärken. 
Zaman beschreibt, dass solide Governance-Strukturen positive Effekte auf Hochschulen ha-
ben, indem zum Beispiel finanzielle Ressourcen gezielter eingesetzt werden können, was 
wiederum Studierenden zugutekommt (vgl. Zaman 2015). Der Weg zu einer erfolgreichen 
Implementierung führt somit über die gezielte Adressierung unterschiedlicher Ebenen von 
Governance an einer Hochschule und ist von grundlegenden, vorhandenen Infrastrukturen 
ebenso abhängig wie von individuellen Herausforderungen. 
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